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Accuracy rate of model

Detailed information on the population on which the algorithm/model was
developed

Information on how the data which said model was built was collected

Information on known errors and steps taken to resolve

Information on when and why the model was last updated

Information on when the data on which said model was built was collected

List of organizations currently using that particular model and length of
time used

Peer review of the model methodology and output

Provision of a catalogue of use cases for a particular model

Reputation of the organization and team that developed the model

Major Impact Moderate Impact Minor Impact No Impact at all

n = 881
Source: Future Enterprise Resiliency & Spending Survey Wave 11, IDC,December, 2023

Impact on Trustworthiness of AI – Global 
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Accuracy rate of model

Detailed information on the population on which the algorithm/model was
developed

Information on how the data which said model was built was collected

Information on known errors and steps taken to resolve

Information on when and why the model was last updated

Information on when the data on which said model was built was collected

List of organizations currently using that particular model and length of
time used

Peer review of the model methodology and output

Provision of a catalogue of use cases for a particular model

Reputation of the organization and team that developed the model

Major Impact Moderate Impact Minor Impact No Impact at all

n = 361
Source: Future Enterprise Resiliency & Spending Survey Wave 11, IDC,December, 2023

Impact on Trustworthiness of AI – North America
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Accuracy rate of model

Detailed information on the population on which the algorithm/model was
developed

Information on how the data which said model was built was collected

Information on known errors and steps taken to resolve

Information on when and why the model was last updated

Information on when the data on which said model was built was collected

List of organizations currently using that particular model and length of
time used

Peer review of the model methodology and output

Provision of a catalogue of use cases for a particular model

Reputation of the organization and team that developed the model

Major Impact Moderate Impact Minor Impact No Impact at all

n = 220
Source: Future Enterprise Resiliency & Spending Survey Wave 11, IDC,December, 2023

Impact on Trustworthiness of AI – EMEA
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Accuracy rate of model

Detailed information on the population on which the algorithm/model was
developed

Information on how the data which said model was built was collected

Information on known errors and steps taken to resolve

Information on when and why the model was last updated

Information on when the data on which said model was built was collected

List of organizations currently using that particular model and length of
time used

Peer review of the model methodology and output

Provision of a catalogue of use cases for a particular model

Reputation of the organization and team that developed the model

Major Impact Moderate Impact Minor Impact No Impact at all

n = 300
Source: Future Enterprise Resiliency & Spending Survey Wave 11, IDC,December, 2023

Impact on Trustworthiness of AI – Asia Pacific
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IDC Survey Spotlight
How importance is auditability for compliance in selecting a GenAI
platform?
Given your organization's plans for GenAI investment and implementation, which of these capabilities were most important 
in your evaluation of AI platforms?

Frank Dickson

June 2024

Dr. Grace Trinidad

Doing Initial 
Testing/POCs

Significant Investment 
Underway

GenAI Apps/Services in 
ProductionAll Companies

Auditing for compliance

PII detection/content moderation for 
training data

Cost reporting

Automation of data preparation and 
training steps

Model explainability/transparency

Model comparison and scoring

Model fine-tuning

Guided prompt engineering
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IDC Survey Spotlight

Which of the following are your greatest concerns that drive the need for AI Governance?

Do the concerns that drive the need for AI Governance change at all as experience with AI 
and GenAI technologies grows? 

Dr. Grace Trinidad

Grace Trinidad, PhD

Source: Future Enterprise Resiliency & Spending Survey Wave 2, IDC, February, 2024

GenAI Apps/Services in 
Production

Significant Investment 
Underway

Doing Initial 
Testing/POCsAll Companies

Data Bias

Data Quality

Risks to security of data and/or 
intellectual property

Risks to privacy of personal information

Data loss

Potential loss of Intellectual Property

Risk of plagiarism from AI-generated 
content

Security policies that do not yet account 
for Generative AI
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IDC Survey Spotlight
How are organizations managing their Trusted AI approach? 

Which of the following best characterizes your organization’s approach to Responsible AI management? 

Grace Trinidad, PhD

Source: Future Enterprise Resiliency & Spending Survey Wave 2, IDC, February, 2024
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Total (n=896)

North America (n=371)

Western Europe (n=225)

Asia Pacific (n=300)

Current state of GenAI: Not doing anything (n=137)

Current state of GenAI: Doing initial testing (n=297)

Current state of GenAI: Investing significantly (n=324)

Current state of GenAI: Already introduced (n=128)

A standing committee leads oversight of
Responsible AI

We have a single executive who also chairs a
standing committee leading oversight of
Responsible AI
We have an ad hoc stakeholder group leading
oversight of responsible AI

A single executive leads oversight of
Responsible AI

We are in the process of developing our
Responsible AI committee

We have no plans to establish a Responsible AI
committee

47% of WE respondents 
have a standing committee, 

a product of the EU 
Artificial Intelligence Act
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IDC Survey Spotlight

Which of the following IT and LOB groups at your organization are most responsible for setting Responsible AI (RAI) policies?

The EU AI Act features guidance that includes multi-disciplinary stakeholder groups for Responsible AI 
Governance. What is the current composition of IT and LOB Roles on Responsible AI (RAI) Committees 
worldwide and among organizations who have already introduced GenAI? 

0% 10% 20% 30% 40% 50%

IT Executives (e.g. CIO, CTO)

IT Architecture (e.g.  enterprise IT…

IT/ Cloud Operations (IT Director,…

Database Administration (e.g.…

Business intelligence (e.g. data…

Software/Applications…

Cybersecurity (e.g. application…

Artificial intelligence (e.g. AI…

IT Roles Setting RAI Policies

Current state of GenAI: Already introduced (n=128)

All respondents (n=896)

Grace Trinidad, PhD

Source: Future Enterprise Resiliency & Spending Survey Wave 2, IDC, February, 2024
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LOB Roles Setting RAI Policies

Current state of GenAI: Already introduced (n=128)

All respondents (n=896)
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IDC Survey Spotlight
Where are organizations in their Trusted AI approach? 

Has your organization established Responsible AI Governance policies? 

Grace Trinidad, PhD

Source: Future Enterprise Resiliency & Spending Survey Wave 2, IDC, February, 2024
June 2024
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Total (n=896)

Current state of Generative AI: Not doing anything

Current state of Generative AI: Doing initial testing

Current state of Generative AI: Investing significantly

Current state of Generative AI: Already introduced

We have a Responsible AI Governance policy that has been shared organization-wide

We have a Reponsible AI Governance policy, shared only with key stakeholders

We are in the process of developing our Responsible AI Governance policies

We have no plans to establish a Responsible AI Governance policy
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IDC Survey Spotlight
Where are organizations in their Trusted AI approach? 

Has your organization established Responsible AI Code of Conduct? 

Grace Trinidad, PhD

Source: Future Enterprise Resiliency & Spending Survey Wave 2, IDC, February, 2024
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Total (n=896)

Current state of Generative AI: Not doing anything

Current state of Generative AI: Doing initial testing

Current state of Generative AI: Investing significantly

Current state of Generative AI: Already introduced

A Responsible AI governance Code of Conduct has been developed and shared organization-wide

A Responsible AI governance Code of Conduct has been developed but shared only with key stakeholders

We are in the process of developing a Responsible AI governance Code of Conduct

We have no plans to establish a Responsible AI governance Code of Conduct
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IDC Survey Spotlight

“How much do you agree with the following statement? ‘Laws and regulations governing the use and development of AI technologies are necessary for our industry 
to move forward’.” and “In your opinion, will laws and regulations governing the use of AI have mostly negative or mostly positive consequences for the future of AI 
technologies?”

How necessary and what impact will AI laws and regulations have for IT business 
leaders and decision-makers?
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Total (n=881)

North America (n=361)

EMEA (n=220)

AP (n=300)

Current state of GenAI: Not doing anything

Current state of GenAI: Doing initial testing

Current state of GenAI: Investing
significantly

Current state of GenAI: Already introduced

Necessity of AI Laws and Regulations

Strongly agree Agree Disagree Strongly disagree

Grace Trinidad, PhD

Source: Future Enterprise Resiliency & Spending Survey Wave 2, IDC, February, 2024
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Current state of GenAI: Not doing anything

Current state of GenAI: Doing initial testing

Current state of GenAI: Investing
significantly

Current state of GenAI: Already introduced

Impact of Regulation on Future AI Technologies 

Mostly positive Somewhat positive Neutral Somewhat negative Mostly negative
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Responsible AI, Performance, Operations

AI Governance: What to consider

Responsible AI

Performance

Operations
Business Impact

Strategic Planning

Operational Readiness
Training and Education

Communications and Reporting

Performance Metrics

Monitoring for ROI

Security

Governance

Risk Management

Compliance

Talent Management

Infrastructural readiness

Investment Strategy
Performance Metrics

Change Management

Responsible AI Best Practices

Stakeholder reporting and engagement

Broad Information Sharing
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